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Agenda

• The worst case attack in digital communications and data-hiding;

• Dither modulation (DM) and distortion compensated (DCDM) 

techniques;

• Probability of error analysis;

• Mutual information analysis;

• Conclusions.
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The worst case attack in data-hiding

§ Data-hider objective:
To reliably communicate the maximum amount of information 

through the channel.

§ Attacker objective:
To impair the reliable communications.

Encoder DecoderChannel+m m̂

®

¾2
Z

Distortion-limited
channel



15-01-2004Worst case additive attack against quantization-based data-hiding methods 4

http://sip.unige.ch

The worst case attack in digital communications

Digital communications, additive attack:

§ Continuous input alphabet: Within the class of additive attacks, the worst 
case attack is Additive White Gaussian Noise (AWGN);
[Cover and Thomas, Elements of Information Theory, 1991]

§ Discrete input alphabet: AWGN is not the worst case attack. 
[Mc.Kellips and Verdu, IEEE IT, 1997]
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Problem: To find worst case additive attack (WCAA) against quantization-
based techniques (DM and DCDM) using Pe and I(.;.) as cost functions.
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The DM and the DC-DM techniques

DM (α’=1) and DCDM:

∆B m = 1
m = 2

Binary case
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Probability of error analysis

where Rm denotes the decision region

associated to the message m.

• Assumption: Encoder and decoder are fixed (practical set-up) for the 

probability of error as a cost function.

Problem formulation WCAA:
Subject to:
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Probability of error: AWGN and uniform noise attacks
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Probability of error: analytical WCAA.

Attack Self-noise
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Note: periodic error region.
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Result of the problem optimization: 3- δ attack:

DCDM:
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Probability of error: results

α‘=1 (DM)
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Conclusion: The 3-δ attack is the WCAA in terms of probability of error.
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Probability of error
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Probability of error: optimal compensation parameter 

§ Optimal compensation parameter can 
be chosen equal to α’=2/3 in order to 

guarantee that the Pe is bounded;

§ The use of proper error correction 

codes leads to reliable communication.
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Mutual information analysis

Problem formulation:

Kullback-Leibler distanceD(¢jj¢):

There is no assumption about the decoder structure:

Subject to:



15-01-2004Worst case additive attack against quantization-based data-hiding methods 14

http://sip.unige.ch

Mutual information: results
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Mutual information: results

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-15 -10 -5 0 5 10 15 20
WNR, [dB]

I(
V
;M

)

WCAA
AWGN
Uniform

-5dB
WCAA

0dB

WCAA

10dB
WCAA

-15 -10 -5 0 5 10 15 20
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

WNR, [dB]

I(
V
;M

)

WCAA
AWGN
Uniform

α‘=0.5 α‘=0.7

-5dB

WCAA

0dB

WCAA



15-01-2004Worst case additive attack against quantization-based data-hiding methods 16

http://sip.unige.ch

Conclusions

§ WCAA problem against quantization-based methods using 

probability of error and mutual information as cost functions 

is considered;

§ The analytical pdf of the WCAA for the probability of error as 

a cost function has been obtained;

§ An optimal compensation parameter α’=2/3 has been found 

for the minimum distance decoder;

§ The particular WCAA pdfs for different WNRs are studied;

§ Fair benchmarking of quantization-based methods should be 

performed accordingly. 


