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ABSTRACT class, regarded to as as known-host-state methods, ale deve

In this paper we perform the capacity analysis of known-oped to approach the Costa’s result and are based mostly on
host-statitistics watermarking methods based on spresm sp the quantization operation. It was shown that known-host-
trum (SS) under Additive Whight Gaussian noise (AWGN)state methods have significantly higher embedding rate than
attack. The reason of our research is based on the parlél]OWﬂ-hOSt-StatiStiCS methods due to the host interferenc
dox that being non-effective in theory SS-based practica¢ancellation. B
watermarking systems outperform known-host-state meth- This conclusion is evidently correct for the case of i.i.d.
ods when a commonly accepted benchmarking strategy (Stigignals but it is questionable in the case of real images. The
mark benchmark) is used. We show that the gap in capacitigason for doubts is twofold. Firstly, the assumption about
of SS-based techniques with respect to quantization-basédid. Gaussian host is not valid in the case of real images
techniques at high WNR regime could be significantly re-neither in the coordinate [6], nor in the transform [8] do-
duced, if the embedding scenario is designed using a prop#gtains. Therefore some improvement of theoretical perfor-
stochastic model of the host image at the encoder. We showance is expected when proper stochastic image model is
how the practical solution of watermark power allocationapplied. The second reason is coming from the analysis of
problem relates to the optimal one. In particular, we modePractical watermarking systems using more extended bench-
the host image as an Autoregressive Process of the first giarking. The results of this analysis are showing that the
der (AR(1)) and show the results of power allocation base@pread spectrum based technique [13, 14] outperfoms all the
on the water-pouring principle. It is pointed out that water competitors in Stirmark 3.1.

mark spectrum in a real system that is properly shaped using Motivated by this lack of coincidence, we formulate the
Contrast Sensitivity Function (CSF) well-approximates th main goal of the paper as a theoretical justification for the
water-pouring solution. Finally, we perform several tasts fundamental performance limits of spread spectrum water-
analyze the modified SS capacity facing AWGN attack. Exmarking in the case of real images.

perimental results show that host interference in this ase ~ The paper is organized as follows. Section 2 presents

significantly weakened, which leads to a noticeable capacitthe theoretical model of known-host-statistics data tyder
improvement. real images. The results of benchmarking of the developed
embedding method is given in Section 3. Finally, Section 4
1. INTRODUCTION concludes the paper. .

) ) o i Notation. We use capital letters to denote scalar ran-
Capacity analysis of data-hiding methods is a complex angom variablesx, bold capital letters to denote vector ran-
challenging research task. The main complexity is comingjom variablesX, corresponding small letters and x to
from significant diversity of attacking strategies that@iet genote the realizations of scalar and vector random vari-
tially can be applied to decrease the rate of reliable comtmungp|es. respectively. The power spectrumsofs denoted
cations. For a while, no general solution to this problem has(x(w)_ The superscripN is used to designate lenghh-
been proposed for the case when the whole diversity of possizciorex — xN — X1, %o, ..., xn]T With ith elementy.. We use
ble attacks (for instance, from Stirmark 3.1 benchmark)[11] y" Px (X) OF simply7X " p’(x) to indicate that a random vari-
ing ?rr(])(l:)?eﬁ"nvzziI(caiskgzbrltlasghziggg aiogoﬁn?trgrgai?:gsdv?/ﬁ hs'%'ablex s distributed according tpx x). The variance oK

> . . .
information available at the encoder and due to the strikEas denotedsy. Iy denotes thél x N identity matrix.
ing result of Costa [2] about zero host interference for such
communications protocols for the case of i.i.d Gaussian 2. PROBLEM FORMULATION
host, watermark and channel, it became popular to perforl@ommunications of i.i.d. signals : The diagram of wa-
the comparison of embedding methods by their capacitytermarking system as a communications with side informa-
approaching abilities for the ideal AWGN channel [5]. tion available at the encoder is presented in Fig.1. It is

Mainly, two classes of embedding strategies are of parassumed that the watermawk = [ws,...,wy] and host im-
ticular interest [10]. The methods of the first class usuallyage x = [x,...,xy] are i.i.d. Gaussian random variables,
called "spread-spectrum” or known-host-statistics mého je. W~ (0, 62 In) and X~.# (0, 02Iy) and they un-
do not u_tlllze any kn(_)wledg_e _about ho_st state but perforngjerg0 independent AWGRN~._# (0, a,ﬁIN) attack. Here
embedding based on its statistics to satisfy the necessary e =M;M,, whereM; xM, is the size of the host image. Let

bedding distortion constraint. The methods of the second,g, Sww(w), Sxx(w) and Syn(w) denote corresponding

Further author information: (Send  correspondence  toPOWer spectral densities 3%, X andN. ) )
S.Voloshynovskiy): E-mail: svolos@cui.unige.ch, hifgig.unige.ch When the switch is closed (Fig. 1), the host image is
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Figure 3: Power spectrum of AR(1) process;%=410,
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) ) @ o ®) ~_ frequency domain could be formulated based on the water-
Figure 2: Equivalent communication channels when side inpouring principle [3]: it is necessary to maximize the miitua
formation is available (a) and unavailable (b) at the encode jnformation between channel input and output subject to the

following power constraint:

=

S

. . _ max I(W; W) (4)
available at the encoder and it is possible to approach eapac £ fo Svw(@)dw=Pemp,

ity of the ideal AWGN channel (Fig. 2,a) based on Costa’s
scheme: and forSyw(w)> 0. Using methods of Lagrange multipli-
1 ers and taking into account that the noise power spectrum is
C= EIOgZ(lJrWNR’ @ constant,SNN(w)za,ﬁ, this maximization problem could be

, formulated in the following form:
where Watermark-to-Noise Ratiy NR= 10log, (%) In
N

case of the open switch, side information is not presented at M) (Sww())

the encoder and system performance is sacrificed from host _ i/ }Iog 14 Sww(w) )
interference (Fig. 2,b). The corresponding capacity fdemu 2m)o2 72 Skx(w) + o,?,

is determined as:

1
-A (2—/ Sww(w)dw — I:’emb> . (5)
1 O'\%, TJQ
2 of + 0% The solution to this problem is given by:
It is evident that direct application of (1) and (2) to O — Skx(w) — ag, if
real images demonstrates obvious performance advantages Sﬁ/p\;v(w) — Skx(w) + 02 <0, (6)
of known-host-state methods under AWGN attack. 0, otherwisNe,

Data hiding for real images : Digital watermarking
in still images is based on the specific properties of thietypwhere the constar® is selected to satisfy the power con-
of media. As it was mentioned in the introductory part ofstraint in (4). Thus, the obtained result determines those
the paper, the stochastic image model plays the crucial rolérequency channels where watermark energy should be allo-
Several models have been proposed in the literature for reghted: no energy will be distributed to low frequency compo-
images both in the coordinate and in the transform domainents containing most of the host signal power. The internal
[7, 8, 15]. To capture local correlation of natural images weboundaries of the frequency ranger[— w']U[w’; 1] of the
use 1-D autoregressive process of the first order. The advawatermark power spectrum (Fig. 4) can be obtained from the
tage of this model is its simplicity and tractability bothtivre  solution of the following equation:
coordinate and in the transform domain. Additionally, ibpr

vides a good fit to the power spectral density of real images. o%(1-p?) A o2t
In this case the power spectral density of the host signal 1+ p2—2pcogw)
is determined by [7]: 202 14p o
+ —arctg (—tg (—)) =Pemp  (7)
5 1- pz T 1-p 2
SO((“) = Ox 2 ) (3 . . .
1+ p?—2pcoqw) We will refer to the embedding according to (6) and (7)

as tooptimized spread spectru@®Ss3.

where—1< p < 1is a correlation coefficient andr < w < Having solved eq. (7) with respect td one obtains

1. Power spectral density of AR(1) process is shown in Fig.
3. pt _ /

Itis clear (Fig. 3) that a white Gaussian watermark in (2) %W(w) Sx(@) = Scx(@), ®)
is not any more optimal because of non-effective allocatiorand the resulting capacity of OSS is:
of watermark energy.

Therefore, the problem of the optimal watermark power c_ 1 /"} o Sxx (W) + 0 do
allocation for such correlated data and AWGN channel in the Tl 2\ Sex(w) + of ’

9)
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Figure 4: Optimal solution of the watermark power alloca-
tion problem. @) (b)

Figure 5: CSF: (a) CSF and (b) approximated inverse CSF.
whereSx(w') is a value of the power spectrum of the host
image on frequencg=w'.

While being optimal from a pure communications point ) . .

of view the obtained solution can be not perfect for practi- ~ASsuming an i.i.d. Gaussian watermark, after frequency
cal digital image watermarking systems due to the specifish@ping that depends on global fidelity constr&igy it will
additional requirements. One of them is perceptual invisil'ave properties approximating the optimal communications
bility, meaning that the embedding of information should beSolution. The only differences consist in (a) embedding of
performed in a manner adapted to the properties of HvS. |& Small portion of the energy in the low frequency part of
general, three factors, luminance sensitivity (detersithe ~ POWer spectrum and (b) in the non-smooth character of prac-
visibility of the noise depending on the background bright-t'cal _solut|on. Even in such approximate form, the pradtica
ness level), frequency sensitivity (characterize the efgn- solution approaches the optimal one much closer than the
sibility of HVS to the distortion on different frequenciemjd ~ commonly accepted white watermark.
texture sensitivity (reflects sensitivity of HVS to the rmia
flat, edge and texture regions) should be taken into account. 3. EXPERIMENTAL RESULTS

_In the general case, watermark visibility can be deter s section we investigate the information-theoretiea-
mined by the product of the above mentioned maskings [14k,mance limits of OSS watermarking and compare them
M =M, - Mg - My, (10)  Wwith the state-of-the-art techniques: Dither Modulatiowl a
_ ) i ) _ Distortion Compensation DM (DC-DM) [1]. The classical
whereM; is a luminance maskindt is a frequency masking  ss s also included to illustrate performance improvement.
andM; is a texture masking. ] ) Capacity of the zero interference AWGN channel is added to
Although all three maskings are important to achieve thehow performance gap to the virtually host interference fre
optimal system performance, we concentrate in this pap&ommunications.
only on the influence o¢, assumindv =M;=1. Benchmarking set up : In our experiments we as-
Frequency masking of HVS could be modeled by asyme that global power embedding constraint should guaran-

Contrast Sensivity FunctiofCSF) that for the case of tee stego image quality of 38 dB in Peak Signal-to-Noise Ra-
isotropic angular sensivity approximation is determine

by [7]: C%io (PSNR), PSNRzlol%%f. It corresponds t®.m=10.
While efficiency of known-host-state methods does not di-
¢ rectly depend on distribution of thehost, for the SS and the
a+ fo exp|— fo ’ (11) OSS watermarking we review two different regimes charac-
terized in terms of Watermark-to-Image RatW (R), WIR=
2
where f = /2 + f2, f1,f, are spatial sampling frequen- 1OIogm(i—‘>“%’):10Ioglo(P;—gb),W|R1=-6dB andwW1R,=-16
cies in two dimensions in cycles per degree (cp852.6,  dB. Therefore, the variance of the host image is eqifat
fo = 8.772 andp=1. If normal conditions of viewing are as- 4 ando2~ 410, respectively. The correlation coefficient
sumed (image resolution is equal to 300 dpi and distance 19— g5 is used in both cases [9, 12]. The range of possible
the image is 0.5 m){ [0, 50] cpd. o AWGN powers is selected to havéNRwithin the following
Embedding according to the CSF means in particular thgheryal WNRe[-15 dB; 10 dB]. It should be also noted that
watermark spectrum should be bounded in each frequengye assume Gaussian watermark for the SS and OSS water-
componentby the inverse of this function. _marking, while for the case of the DM and DC-DM binary
If hiding is performed in the wavelet transform domain, yatermark is used. This assumption does not influence the
t‘fJerformance of the quantization-based methods because for
the target WNR regime it does not depends on the cardinality

CSFf)=A

Mt (Vi) of each subband j, wherei, i € [1,N] corresponds
to the level of decomposition and j € [1,3] denotes sub- ¢ \vatermark alphabet.

band spatial orientation, by: Due to the fact that no masking is applied in all wa-
M: (V) = minsev CSEL(f). 12 termarking methods which are included in our benchmark-
(Vi) fevi () (12) ing, the OSS embedding is performed without bounding the
For the case of one-dimensional signals and positive frepower spectrum of the watermark by approximated inverse
guencies, CSF and its inverse (with corresponding frequenof CSF (Fig. 5, b).
splitting by wavelet transform) are represented in Fig. 5. Evaluation of (8) is performed numerically using the fol-
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