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1 Introduction

In this document, we describe the non-visual extension of a digital image format. The aim of this study is to allow blind computer users to have access to the semantic and spatial content of pictures available on the Internet. The present work is a part of our previous investigations regarding the non-visual transcription of digital pictures IMAGIN (Interface for Multimodal Access to Graphical INformation) (Roth, 2003a).

2 Non-visual image presentation model

According to the non-visual presentation model which forms the IMAGIN user interface, a digital picture and the objects included (e.g., car, house, etc.) are characterized by four complementary properties:

· General overview: briefly describe the image, i.e. the nature (e.g., scene, diagram, etc.) and the objects that are included;

· Object semantic (what is it?): specify the nature (i.e., its meaning) of the objects; 

· Object location (where is it?): indicate the spatial location of the object within the image;

· Object morphology (how is it?): characterize all the aspects concerning the contour and surface.

In order to present these properties in non-visual way, IMAGIN works conjointly with two media: auditory and haptic. The auditory media is responsible to restitute the properties related to the image overview and the object semantics, whereas the spatial and morphological properties are rendered via a planar force feedback device. 

Therefore, after having obtained a verbal description of the image, the blind user explores actively the picture by moving the force feedback’s manipulandi. As the latter enters into a specific object, the system automatically plays the corresponding auditory cues (i.e., verbal and non-verbal). In addition, by activating the morphologic functionality, the user obtains the haptic information related to the object’s boundaries and surfaces. Finally, at the end of the exploration process, the blind user is able to obtain a complete mental representation of the current image displayed on the screen.

3 The Scalable Vector Graphic format

The picture format for which we have considered the non-visual extension is SVG – Scalable Vector Graphic (Eisenberg, 2002). SVG is a language for describing two-dimensional graphics in XML. This description allows the definition of three families of objects: vectors, raster images (e.g., bitmap), and text. Notice that in SVG, a vector is composed by geometrical patterns (e.g., polygon, spline, etc.). 

The fact that SVG is in close relationship with XML allows the latter to be easily dissociated into two complementary entities: structure (e.g., position, size, etc.) and presentation. The nature of the dissociation and more specifically, the presentation component, plays a key role in our solution. Basically, this component is composed by several attributes responsible for controlling the visual rendering of the objects contained in the image such as the line weight or colour. Together, these attributes form the CSS (Cascading Style Sheets) formalism. Among the attributes provided by CSS, the attribute @media is employed to specify the output device (e.g., monitor, Braille line, etc.) that displays the content of the picture. For instance, a textual object can be displayed respectively by an auditory, Braille and/or visual media.

4 Multimodal extension of SVG Format

In order to enrich the SVG format with our non-visual presentation model, we have considered several refinements to the CSS formalism. The principal refinement we proposed has been to replace the attribute @media with the attribute @modality. The latter, according to Truillet, can be assigned with the following values: Screen, Printer, TTS, Recorded Speech, Auditory Icons, Earcons, Braille, and Force Feedback. 

We use the values TTS, Recorded Speech, and Auditory Icons to assign the properties that correspond to the image overview and object semantics. The value Force Feedback on the other hand is used for the haptic characterization of the object’s contours and surfaces. More details concerning our SVG extension can be obtained at (Roth, 2003b).

5 Conclusion

In this document, we reported on a study regarding the non-visual extension of the SVG image format. The major contribution of this study has been to demonstrate the actual feasibility of a universal picture format accessible for all. 
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